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A B S T R A C T

A Very Large Eddy Simulation (VLES) model is developed for the investigation of the Atmospheric Boundary
Layer (ABL) under thermally neutral conditions. The development approach is reductionist aimed at minimizing
the number of input parameters for the model while attempting to simulate mean flow, turbulence statistics,
spectra, and anisotropy realistically. The VLES model has been tested against experimental wind tunnel data and
other LES models. It has been verified that the model can reproduce experimental profiles of mean velocity and
turbulence velocity statistics reasonably well. It also simulates spectra and anisotropy realistically. The VLES
model shows potential for use in industrial applications where it is impractical to perform high resolution sim-
ulations or implement complex synthetic inlet conditions to match all flow properties beyond what is necessary
for a particular application. This model is ideal for transport applications (e.g. air pollution dispersion) while
further investigation is required if it is to be used for wind-induced structural loading.
1. Introduction

Large Eddy Simulation (LES) has been demonstrated to be very
effective in accurately simulating turbulent flows for applications where
eddy viscosity models or direct numerical simulations are either too
inaccurate or too computationally expensive, respectively (Aliabadi,
2018). Atmospheric Boundary Layer (ABL) flows at micro or limited
regional scales are a class of flows that have been investigated using LES
since a few decades ago (Smagorinsky, 1963). Although higher compu-
tational power has beenmade available for LESmodels of flows of greater
scales and turbulence levels during the last few decades, still a standard
LES is seldom possible for most practical flows. For instance, most
practical flow simulations are not driven by perfectly realistic perturba-
tion fields in their inlet boundary conditions, do not resolve turbulent
fluctuations down to the finest scales of the inertial subrange, and are not
wall-resolving. Such limitations are usually circumvented by the use of
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case-specific inlet boundary conditions, Sub-Grid Scale (SGS) models,
and wall treatments. In the following subsections, a brief literature re-
view of methods addressing each of the above model components is
provided.
1.1. Inlet boundary conditions

The LES model requires turbulent fluctuations at the inlet that would
evolve in the model domain for realistic simulation of the turbulent flow.
From a theoretical stand point, the fluctuations must meet several
criteria: a) they must be stochastically varying, on scales down to the
spatial and temporal filter scales; b) they must be compatible with the
Navier-Stokes equations; c) they must be composed of coherent eddies
across a range of spatial scales down to the filter length; d) they must
allow easy specification of turbulence properties; and e) they must be
easy to implement (Tabor and Baba-Ahmadi, 2010). Two common
Field Generation, CDRFG; Computational Fluid Dynamics, CFD; Large-Eddy
DSRFG; Open source Field Operation And Manipulation, OpenFOAM; Sub-Grid
ll-Adapted Local Eddy, WALE; Weather Research and Forecasting, WRF.
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approaches that generate inlet turbulent fluctuations for LES models are
the synthetic and precursor methods. In the synthetic method, random
fields are constructed at the inlet, while in the precursor method a
simulation is performed to generate the desired fluctuations.1 Precursor
methods are shown to be more accurate but more computationally
demanding and more difficult to implement (Tabor and Baba-Ahmadi,
2010). While precursor methods have been reviewed elsewhere in the
literature (Thomas and Williams, 1999; Tabor and Baba-Ahmadi, 2010;
Castro and Paz, 2013), this section only reviews a selected number of
synthetic methods in the literature chronologically.

The method of Lund et al. (1998), which was originally developed by
Spalart (1988), generates inflow turbulence by rescaling the velocity
field at a downstream station, and re-introducing it as a boundary con-
dition at the inlet, and hence developing spatial and temporal turbulent
boundary layers economically (Lund et al., 1998; Cao, 2014). This
method has also been extended for rough-wall conditions by Nozawa and
Tamura (2002), and for inclusion of gravity waves in ABL simulations by
Mayor et al. (2002). Compared to primitive methods, e.g. random in-
clusion of perturbations at inlet, it has been shown that the method re-
duces adaptation distance upstream of the flow down to ten times the
boundary-layer height (Lund et al., 1998; Mayor et al., 2002).

The vortex method originally developed by Sergent (2002) and later
refined by Benhamadouche et al. (2006), Mathey et al. (2006), and Xie
(2016) inserts random two-dimensional vortices at the inlet boundary
that evolve into the simulation domain. These vortices are parameterized
by realistic lengthscales, timescales, and vorticity magnitudes, formu-
lated from mean flow information and grid spacing. This method has
been shown to work well in channel, pipe, and back step flows, where the
primary concern is the evolution and magnitude of the turbulence vari-
ances and fluxes as a function of wall-normal distance in the flow.

Themethod of Kim et al. (2013) extends inflow conditions formulated
on a two-dimensional plane at the inlet to modifications on an adjacent
plane near the inlet as well to reduce unphysical large pressure fluctua-
tions in the domain, as would otherwise be expected from an inflow
condition formulated purely on a two-dimensional plane. This
divergence-free method is shown to provide reasonable time-averaged
turbulence variances and fluxes, suitable for many applications.

Another divergence-free method originally developed by Jarrin
(2008) and further refined by Poletto et al. (2013) aims to reproduce any
state of Reynolds stress anisotropy as a function of the characteristic
ellipsoid eddy shapes described by an aspect ratio. Results from turbulent
channel flow indicate reduced pressure fluctuations in the streamwise
direction and reduced flow adaption distance down to less than ten
boundary-layer heights.

For ABL simulations, another approach is to nest an LES model within
a larger domain mesoscale model such as the Weather Research and
Forecasting (WRF)model (Mirocha et al., 2014). In suchmodels, the inlet
condition is either provided by the mesoscale model without perturba-
tions, or alternatively a random fluctuation field is superimposed on the
inlet condition. In addition, perturbations can be added by specifying
non-homogeneous surface fluxes of momentum or heat. It has been
shown that perturbations are still necessary to generate and maintain
turbulence in the LES domain, regardless of nesting. In addition, the best
perturbation method will depend on the type of SGS parameterization
(Mirocha et al., 2014).

The method of Aboshosha et al. (2015b) is based on synthesizing
random divergence-free turbulence velocities with consideration of
spectra and coherency functions that match the ABL flow statistics. The
method is also known as Consistent Discrete Random Field Generation
1 Note that applying periodic boundary conditions in the streamwise direction
may be interpreted as a form of precursor method. In such methods the fluc-
tuations reentering the domain are often filtered or further statistically manip-
ulated. For instance to prevent wakes, generated in the domain, from entering
the domain filtering techniques are often used (Thomas and Williams, 1999).
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(CDRFG). This scheme maintains both the turbulence spectra and co-
herency function, which are essential for proper simulation of interaction
of turbulent ABL flow with flexible structures, such as buildings, prone to
wind-induced dynamic excitation.

Most recently, newer synthetic methods known as Modified Dis-
cretizing and Synthesizing Random Flow Generation (MDSRFG) attempt
a correct representation of the coherence of the velocity field (Castro
et al., 2017; Ricci et al., 2017). These methods are particularly useful for
analysis of wind-induced excitation of tall buildings. The method, as
applied for turbulent flow simulations around rectangular blocks, yields a
realistic representation of spatially correlated velocities in the domain
(Castro et al., 2017). The method also describes the effect of wind angle
of attack and the subsequent dynamic structural response (Ricci et al.,
2017).

As an alternative to velocity perturbation, the temperature pertur-
bation method, developed by Buckingham et al. (2017), can be used to
develop turbulent flow structures near the inlet by buoyancy driven
mechanisms. It has been shown that this alternative can result in adap-
tation distances up to fifteen boundary-layer heights, not requiring prior
knowledge of second order moments or integral lengthscales at the inlet.
1.2. Sub-grid scale (SGS) model

The oldest yet very common SGS model is the Smagorinsky (1963)
model where the momentum transport by the unresolved velocity field is
parameterized by an effective viscosity (Aliabadi, 2018). Various SGS
models employ the Smagorinsky (1963) model (Lund et al., 1998;
Fr€ohlich et al., 2005; Benhamadouche et al., 2006; Aboshosha et al.,
2015b). Other SGS models include the Wall-Adapted Local
Eddy-viscosity (WALE) model used by various investigators (Fr€ohlich
et al., 2005), and the one-equation SGS Turbulence Kinetic Energy (TKE)
model that has gained popularity recently (Li et al., 2008, 2010; 2012,
2015; Aliabadi et al., 2017).
1.3. Wall functions

The hypothesis of wall similarity for smooth-wall and rough-wall
boundary layers in the outer layer have been successfully confirmed for
flows that meet several criteria: 1) the flow exhibits a high Reynolds
number (Raupach et al., 1991), lower limit of which depends on the
specific way the Reynolds number is defined, 2) the blockage ratio,
defined as the depth of the boundary layer δ over the characteristic
roughness length h satisfies δ=h > 40� 80 (Jim�enez, 2004), and 3) the
roughness structure is geometrically simple and horizontally homoge-
nous over smoothly varying topography (Anderson and Meneveau, 2010;
Aboshosha et al., 2015a). This has enabled wall functions to be used for a
long time to economize Computational Fluid Dynamics (CFD) simula-
tions (Launder and Spalding, 1974). There are two main types of
roughness modifications for rough walls where wall similarity laws hold
(Blocken et al., 2007). The first is the law of the wall based on sand grain
roughness scale kS with widespread application within the engineering
community (Jim�enez, 2004; Blocken et al., 2007; Krogstad and Efros,
2012). Alternatively, meteorologists have used a wall function utilizing
the aerodynamics roughness length scale z0 (Raupach et al., 1991; Kent
et al., 2017). Often a displacement height d is used to correct the height
with z � d (Raupach et al., 1991; Amir and Castro, 2011; Graf et al.,
2014), in which case the surface normal non-dimensional distance is
ðz � dÞþ ¼ ðz� dÞuτ=ν, where uτ is friction velocity and ν is kinematic
viscosity. For moderate roughness density it has been shown that the
aerodynamic roughness length and displacement height form the
following relationships with the actual roughness element characteristic
height h: z0=h � 0:1 and d=h � 0:8 (Raupach et al., 1991). Many variates
of wall functions discussed above predict a log-law, i.e. a linear rela-
tionship between Uþ ¼ U=uτ and logarithm of zþ. Various upper limits
have been reported for the zþ to satisfy the log-law. Conservative
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estimates suggest zþ < 500� 1000 applicable to smooth and very rough
walls with intercept adjustments (Blocken et al., 2007). For instance the
LES model of Thomas and Williams (1999) uses zþ � 800.
Non-conservative upper limits have been shown to exhibit a near log-law
behaviour for zþ → 10000 (Kays and Crawford, 1993).

If wall similarity cannot be established, and hence a simple parame-
terization of a wall function is not possible, then numerous approaches
can be used to model transport phenomena near the walls. For example, a
roughness structure can be explicitly resolved (Jim�enez, 2004; Abosho-
sha et al., 2015a); canopy models may be developed (Aboshosha et al.,
2015a); terrain-following coordinate systems may be utilized (Anderson
and Meneveau, 2010); different wall functions can be aggregated in
neighbouring patches of the surface with different roughness structures
(Anderson and Meneveau, 2010); and a drag force can be parameterized
given roughness structure shape, plan and frontal area densities, or other
properties that vary horizontally (Raupach, 1992; Martilli et al., 2002;
Anderson and Meneveau, 2010; Krayenhoff et al., 2015).

1.4. Objective

The objective of this study is to develop a Very Large Eddy Simulation
(VLES) model for the investigation of the atmospheric boundary layer
and to validate its performance against wind tunnel measurements and
other LES models by matching mean and turbulence profiles related to
the momentum. The objectives require that the model 1) should be
practical with a reductionist approach requiring minimum number of
input constants, namely the reference height and velocity, only two
constants specifying the inlet fluctuation length and time scales, and
aerodynamic roughness length scale, 2) should simulate anisotropic
boundary layer turbulence by demonstrating that the turbulence statis-
tics are direction dependent, 3) should resolve the energy cascade over at
least two orders of magnitude of wave numbers, namely simulating
transfer of energy from energy-containing subrange down to the inertial
subrange, 4) should demonstrate that the correlation for velocity fluc-
tuation components are wave-number dependent with higher correlation
for lower wave numbers, 5) should avoid resolving turbulence near walls
by use of wall functions to prevent excessive computational cost, and 6)
should exhibit a low adaptation distance, requiring an upstream distance
shorter than five boundary-layer heights to establish a turbulent
boundary layer for practical applications.

The VLES model development has three main components: 1) in Sect.
2.2 we discuss the implementation of a synthetic vortex method as an
inlet boundary condition, 2) in Sect. 2.3 we discuss the implementation
of an SGS model, and 3) in Sect. 2.4 we discussthe choice of a wall
function. The specifics of the numerical schemes and methodologies are
discussed in Sect. 2.5. Sect. 3.1 presents the results of smooth surface
wall-resolving simulations. In Sect. 3.1.1 we discuss the results for a se-
ries of computational runs of the model with various levels of grid
coarsening. In Sect. 3.1.2 and 3.1.3 the effect of parameters defining the
synthetic vortex method and SGS model are studied in various sensitivity
tests. In Sect. 3.1.4 and 3.1.5 the spectral content and isotropy of tur-
bulence are discussed for the smooth surface wall-resolving simulations.
Sect. 3.2 presents the results of rough-wall simulations with wall func-
tions. The sensitivity of the model to coarsening of the first layer of
computational grid is studied in Sect. 3.2.1. In Sect. 3.2.2 and 3.2.3 the
spectral content and isotropy of turbulence are discussed for the rough-
wall simulations with wall function. In Sect. 3.2.4 the sensitivity of the
model to changing the aerodynamic roughness length is studied. Con-
clusions and future work are stated in Sect. 4.

Such investigations are seldom performed for VLES models applicable
to ABL studies systematically (Blocken et al., 2011), which is a focus of
this study and can inform future VLES model development efforts. The
simulations are developed using the CFD software Open source Field
Operation And Manipulation (OpenFOAM) version 4.0.
154
2. Methodology

2.1. Model geometry

The model geometry is shown in Fig. 1. The tunnel height, width, and
length are Z ¼ 1 m, Y ¼ 1 m, and X ¼ 5 m, respectively. Airflow is in the
x direction. Four vertical solution probes are envisioned for monitoring
the simulation results. The boundary conditions, initial conditions, and
discretization details are described in Sect. 2.5.

2.2. The synthetic vortex method

To generate turbulence at the inlet a vortex method is used. The
original version used here is developed by Sergent (2002) and has been
continually improved until recently (Xie, 2016). The main idea of the
vortex method is to generate velocity fluctuations in the form of synthetic
eddies derived from mean statistical information about the flow as a
function of space (height above ground) and time. To economize the
approach a vortex field is inserted at the inlet that does not require a
precursor simulation or implementation of a cyclic boundary condition at
inlet-outlet faces. The controlling parameters are the number of vortices,
the size of each vortex, the vorticity (or equivalently velocity field
characterizing each vortex), and the lifetime of vortices (Mathey et al.,
2006).

The vortex method uses vortices on the inlet boundary to generate
velocity fluctuations. The vortices are two dimensional with their
vorticity vector parallel to the streamwise direction. The theory is fully
developed in the literature (Sergent, 2002; Mathey et al., 2006; Benha-
madouche et al., 2006; Xie, 2016) and provides the following velocity
fluctuation field for a given timestep

uðxÞ ¼ 1
2π

XN
i¼1

Γi
ðxi � xÞ � s��xi � xj2

 
1� e

� jxi�xj2

2ðσiðxiÞÞ2
!
e
� jxi�xj2

2ðσiðxiÞÞ2 ; (1)

where u is velocity perturbation at the model inlet that is later super-
imposed on the mean inlet velocity, x is position vector on the inlet
boundary, N is the number of vortices to be inserted at the inlet (we use
N ¼ 200 exclusively), i is the index for the current vortex, Γi is the cir-
culation for the current vortex, xi is the position vector for the centre of
the current vortex, s is unit vector along the streamwise direction, and
σiðxiÞ is a characteristic length for the radius of current vortex. This
formula essentially superimposes velocity fluctuation fields from N
vortices to provide an overall perturbation velocity field at the inlet. The
specific parameterizations required to develop models for each term in
this formula will be provided below.

We assume that the wall-normal direction isþz and that flow is in the
þx direction. A power-law profile is assumed for the mean velocity
(Thomas and Williams, 1999; Ricci et al., 2017) given by

UðzÞ ¼ Uref

�
z
zref

�α

; (2)

where zref is a reference height, Uref is reference velocity, and α is an
exponent parameterized as a function of aerodynamic roughness length.
In fact there is a functional relationship between exponent α and the
characteristic aerodynamic roughness length of the surface z0 (Thomas
and Williams, 1999; Aliabadi, 2018) given as

α ¼ 1

ln
�
zref
z0

�: (3)

Next a turbulence intensity profile has to be assumed. This is obtained
from the relationship



Fig. 1. VLES case geometry and solution monitoring probes.
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IuðzÞ ¼ 1�
z
�; (4)
ln z0

where IuðzÞ is limited by a maximum value Iu;max given the fact that for
atmospheric flows there is a limit to IuðzÞ of typically in the order of one
(Stull, 1988; Nozawa and Tamura, 2002; Aliabadi et al., 2018). Partic-
ularly, with decreasing z0, the formulation above gives rise to very un-
realistically large IuðzÞ values near the surface as z → 0. This must be
avoided by setting the Iu;max limit. This allows parameterization of sub-
grid TKE (k) such that

kðzÞ ¼ 1:5ðUðzÞIuðzÞÞ2: (5)

To calculate characteristic size for the energy-containing eddies or
vortices, we first approximate a characteristic length for the inlet
boundary

L ¼ 2LzLy

Lz þ Ly
; (6)

where Lz and Ly are inlet height and width. It is reasonable to assume that
the size of the largest energy-containing vortices, i.e. σmax, scales with L
because for atmospheric boundary layer flow simulations the boundary
layer height δ is in the order of L for economized models. We relate σmax

and L using a constant aσ , to be adjusted later, with

σmax ¼ aσL: (7)

For VLES, it must be ensured that grid spacingΔ in the coarsest region
of mesh, likely on top of the domain, satisfies Δ < σmax (Xie, 2016) since
the VLES model should be able to resolve the transport, dynamics, and
breakdown of the largest eddies in the flow. On the other hand, the size of
energy-containing vortices or eddies is a function of height and must
Table 2
Boundary-layer bulk features for the smooth surface wall-resolving simulations.
For each grid level, a range of results are provided for profiles 1, 2, 3, and 4.

Grid Level I II III IV

uτ [m s�1] 0.057-0.081 0.065-0.086 0.065-0.086 0.060-0.083
δ [m] 0.941 0.922 0.941 0.791
δ� [m] 0.150-0.152 0.149-0.153 0.149-0.152 0.127-0.136
θ [m] 0.106-0.108 0.107-0.108 0.105-0.108 0.093-0.100
Reθ 10,200–10,500 10,100–10,400 10,100–10,400 8900–9500
Δ [m] 2.89-4.15 2.67-3.59 2.67-3.59 2.42-3.40

Table 1
Numerical grids for CFD cases.

Grid Level Nx–Ny�Nz NTotal

I 100� 100� 100 1,000,000
II 100� 75� 75 562,500
III 100� 50� 50 250,000
IV 100� 25� 25 62,500
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decrease with decreasing height. Energy-containing vortex size is
parameterized using the mixing length approach of Mellor and Yamada
(1974) such that

1
σðzÞ ¼

1
σmax

þ 1
κðzþ z0Þ; (8)

where, κ ¼ 0:41 is the von K�arm�an constant. This formulation implies
that σðzÞ → κz0 as z → 0 and σðzÞ → σmax as z → ∞. It is apparent that
σðzÞ ¼ σðxÞ is designed to represent the energy-containing eddy size at
each height above ground for the synthetic vortex method, and it is
incumbent upon the simulation to create the energy cascade, down to the
local grid size Δ, within a short adaptation distance downstream of the
inlet.

A characteristic time for the largest energy-containing vortices or
eddies can be approximated using scaling. The characteristic velocity U0

for the largest energy-containing eddies can be defined using the power-
law and the reference height U0 ¼ azαref . The lengthscale for such eddies
can also be found using our definition ℓ0 ¼ σmax. These two scales allow
calculation of the Reynolds number for the largest energy-containing
eddies Reℓ0 ¼ U0ℓ0=ν. These provide estimates for the Kolmogorov

lengthscale η ¼ ℓ0Re
�3=4
ℓ0

, Kolmogorov velocity scale uη ¼ U0Re
�1=4
ℓ0

, and

dissipation rate ε ¼ νðuη=ηÞ2. This provides the characteristic lifetime for
the largest energy-containing eddies in the flow as

τ0ðℓ0Þ ¼
�
ℓ2
0

ε

�1=3

: (9)

This timescale is not representative for all energy-containing vortices
or eddies, but only the largest ones. For ease of implementation, it is
possible to define a representative time scale for all energy-containing
eddies assuming a constant aτ, to be adjusted later, with

τ ¼ aττ0ðℓ0Þ: (10)

This timescale can be used to sample a new set of vortices at the inlet
after every fixed number of iterations, when this timescale is elapsed.

The circulation can also be parameterized for each vortex knowing
the face area S of the numerical cell at which a vortex is centred and TKE
(k) given for a height. The circulation sign is randomized as either pos-
itive or negative for each vortex.

Γ ¼ 4
�

πSk
3Nð2 ln 3� 3 ln 2Þ

�1=2

: (11)

2.3. Implementation of sub-grid scale (SGS) model

An incompressible turbulent flow based on a one-equation SGS model
is considered. The dimensionless Navier-Stokes equations are developed
and discussed below using a reference length scale such as the boundary-
layer height δ and the reference upstream velocity U0. With this model,
the continuity equation becomes



Fig. 2. Non-dimensionalized horizontal mean velocity vs. non-dimensionalized wall-normal distance for different grid levels in both logarithmic (a, c, e, g) and linear
(b, d, f, h) scales.
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Fig. 3. Non-dimensionalized turbulence statistics vs. non-dimensionalized wall-normal distance using the Clauser scaling parameter for wall-resolving simulations at
grid level III.

A.A. Aliabadi et al. Journal of Wind Engineering & Industrial Aerodynamics 183 (2018) 152–171

157



A.A. Aliabadi et al. Journal of Wind Engineering & Industrial Aerodynamics 183 (2018) 152–171
∂Ui

∂x ¼ 0; (12)
Table 3
Sensitivity of boundary-layer bulk features to aσ for the smooth surface wall-
resolving simulations. Grid level III is used and the results are provided for
profile 4.

Constant aσ ¼ 0:1 aσ ¼ 0:2 aσ ¼ 0:3

uτ [m s�1] 0.068 0.068 0.068
δ [m] 0.941 0.941 0.941
δ� [m] 0.152 0.152 0.146
θ [m] 0.107 0.107 0.105
Reθ 10,400 10,400 10,200
Δ [m] 3.44 3.44 2.88
i

where the overbar notation signifies the spatially- and temporally-
resolved velocity. The momentum and SGS TKE equations become

∂Ui

∂t þ ∂
∂xj

UiUj ¼ �∂p
∂xi

� ∂τij
∂xj

þ 1
Re

∂2Ui

∂xj∂xj
; (13)

∂ksgs
∂t þ Ui

∂ksgs
∂xi

¼ P� εþ ∂
∂xi

�
2

ReT

∂ksgs
∂xi

�
; (14)

where U is the spatially- and temporally-resolved velocity, ksgs is SGS
TKE, Re ¼ U0δ=ν is the Reynolds number, and ReT ¼ U0δ=νT is the tur-
bulence Reynolds number (Li et al., 2010). The symbol p denotes the
resolved-scale modified kinematic pressure, normalized by constant
density

p ¼ p� þ 1
3
τii; (15)

where p� is the resolved-scale static pressure. Other quantities in the
above equations are as follows

τij ¼ UiUj � UiUj; (16)

P ¼ �τijSij; (17)

ε ¼ Cε
k3=2sgs

l
; (18)

where τij is the SGS momentum flux, P is the shear production, and ε is
the dissipation rate. The new terms in these equations require further
parametrization using

Sij ¼ 1
2

�
∂Ui

∂xj
þ ∂Uj

∂xi

�
; (19)

νT ¼ Ckk1=2sgs l: (20)

The turbulence model is closed by using parametrizations for the
remaining quantities. Ck is taken to be 0.094, and Cε is taken to be 1.048.
The length scale is estimated as a function of local grid size but damped
near the walls using van Driest damping functions to prevent excessive
dissipation of TKE near the walls (van Driest, 1956). The lengthscale, not
near the walls where damping functions are used, is formulated as

l ¼ CΔðΔxΔyΔzÞ1=3; (21)

where CΔ is a parameter to control l and therefore the SGS model. The
SGS momentum flux is parametrized using the eddy-viscosity
assumption,

τij ¼ �2νTSij: (22)

This SGS model is known as oneEqnEddy in OpenFOAM.

2.4. The choice of wall function

The wall function chosen for the model is based on the environmental
flow wall function given by (Raupach et al., 1991)

Uþ ¼ 1
κ
ln
�
zþ z0
z0

�
� 1

κ
ln
�
z
z0

�
; (23)

where z0 is characteristic aerodynamic roughness length of the surface, κ
is the von K�arm�an constant, and Uþ is non-dimensional velocity in the
streamwise direction. This wall function is known as
158
nutkAtmRoughWallFunction in OpenFOAM.

2.5. Numerical schemes

2.5.1. Numerical grid
Four numerical grids are considered for the simulations (see Table 1).

These range from very fine with 1,000,000 control volumes to very
coarse with 62,500 control volumes. The grid spacings in the x and y
directions are uniform, while in the z direction, spacing is varied. The
grid is generated using the blockMesh utility provided in OpenFOAM. A
simple grading scheme in blockMesh calculates the cell sizes using a
simple geometric progression so that along a length l, if n cells are
requested with a ratio of M > 1 between the last and first cells, then the
size of the smallest cell is δxs ¼ lðr� 1Þ=ðMr� 1Þ, where r ¼ M 1

n�1

(Greenshields, 2015). A grading ratio ofM ¼ 20 is used in the z direction.
The wall-adjacent grid height is tightly controlled and separately varied,
independent of grading in the interior of the domain, so that the effect of
using SGS model and wall functions can be studied independently by
increasing or decreasing the height of the first grid layer independently.
The grid spacing in the streamwise direction, i.e. x, is not changed in
order to keep the aspect ratio of the cells low, as is recommended for LES
studies of the ABL (Mirocha et al., 2014). This is particularly needed since
the first layer of the grid is controlled separately, and generation of high
aspect ratios are not desired when first layer height is kept constant while
the grid is coarsened in all directions. Values for ðz � dÞþ in the first layer
are reported in Sect. 3.2.1 where wall functions are used, otherwise for
wall-resolving simulations ðz � dÞþ < 5.

2.5.2. Boundary conditions
For all solution variables, the zero-gradient condition is used for the

top boundary and the cyclic condition is used for the front and back sides
of the domain. For velocity, the synthetic vortex method, introduced in
Sect. 2.2, is used at inlet, the no-slip condition is used at the domain
bottom, and zero-gradient condition is used at the outlet.

For SGS TKE, the atmBoundaryLayerInletK boundary condition is
used at inlet. This condition assumes that the entire inlet boundary is in
the inertial surface layer of ABL such that the friction velocity and TKE
are independent of height (Stull, 1988). This boundary condition first
calculates the friction velocity, assuming the log-law, as

uτ ¼ κUref

ln
�
zref þz0

z0

�; (24)

and then computes a uniform SGS TKE as ksgs ¼ u2τ =C
1=2
μ , where Cμ ¼

0:09 is a constant. Of course, much of the TKE is contained in the scales
resolved by VLES, so it is expected that ksgs will sharply drop in the
streamwise direction near the inlet, but it will stabilize in the interior of
the domain in the streamwise direction. Specification of ksgs in this
manner will provide a convenient method to develop the inlet condition
for the synthetic vortex method. At the wall two conditions are possible,
either zero value for wall-resolving simulations or the kqRWallFunction
boundary condition for the use of standard wall functions. At the outlet
the zero-gradient condition is used.



Fig. 4. Sensitivity of turbulence statistics to aσ . Results for grid level III and profile 4 are presented for Case 1 (aσ ¼ 0:1), Case 2 (aσ ¼ 0:2), and Case 3 (aσ ¼ 0:3).
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For the turbulent viscosity, the zero-gradient condition is used at the
inlet and outlet. At the wall two conditions are possible, either zero-
gradient for wall-resolving simulations (smooth walls) or the nutkAtm-
RoughWallFunction boundary condition for rough surfaces. This condi-
tions modifies the turbulent viscosity near the surface such that

νT ¼ ν
�
zþκ
ln E

� 1
�
; (25)

where, zþ ¼ uτz=ν is the non-dimensional wall-normal distance, and E ¼
ðzþ z0Þ=z0.

2.5.3. Finite volume schemes
A second-order implicit backward time scheme is used, and all

gradient schemes are based on second-order Gaussian integration with
linear interpolation. All Laplacian schemes are based on corrected
Gaussian integration with linear interpolation, which provides an un-
bounded, second order, and conservative numerical behaviour. Diver-
gence schemes are based on Gaussian integration with linear or upwind
interpolation, depending on the variable of interest (Greenshields, 2015).

2.5.4. Finite volume solution control
Throughout all simulations, timesteps are chosen so that the

maximum Courant number satisfies Co ¼ Δt
��U��=Δx < 1. The pressure

matrix is preconditioned by the diagonal incomplete Cholesky technique
and solved by the preconditioned conjugate gradient solver. Other var-
iables are preconditioned by the diagonal incomplete-lower-upper
technique and solved by the preconditioned bi-conjugate gradient
solver. The pressure-linked equations (i.e. equations that have a pressure
term) are solved by a hybrid method consisting of two algorithms: 1) the
pressure-implicit split-operator method, and 2) the semi-implicit method
(Greenshields, 2015).

2.5.5. Solution averaging
Once the flow passes over the domain in the streamwise direction, the

simulations are extended for an additional twenty flow passes over the
domain to obtain statistical information by time averaging. Note that one
pass can be interpreted as the characteristic flow time in the streamwise
direction and multiple characteristic flow times must be considered to
obtain statistical information about the flow. In addition, instantaneous
solutions are saved at every timestep in selected portions of the domain,
including vertical lines (profiles) at various streamwise distances (Fig. 1)
for further calculations.
Table 4
Sensitivity of boundary-layer bulk features to aτ for the smooth surface wall-
resolving simulations. Grid level III is used and the results are provided for
profile 4.

Constant aτ ¼ 0:01 aτ ¼ 0:05 aτ ¼ 0:1

uτ [m s�1] 0.068 0.068 0.068
δ [m] 0.941 0.941 0.795
δ� [m] 0.152 0.152 0.142
θ [m] 0.107 0.107 0.102
Reθ 10,400 10,400 10,000
Δ [m] 3.44 3.44 3.30
2.6. Validation dataset

Wind tunnel flow experiments and other LES models are used to
validate the VLES model developed in this study. For the smooth-wall
condition, the datasets from Fernholz and Finley (1996) and Krogstad
and Efros (2012) are used. For the rough-wall condition, the datasets
from Cheng and Castro (2002) and Amir and Castro (2011) are used,
where various roughness structures such as grits, blocks, and meshes
were attempted. The subset considered in this study includes the blocks
with characteristic aerodynamic roughness height of z0 ¼ 0:0005 m.
Mean momentum or turbulence statistics are non-dimensionalized with
friction velocity uτ. Normal distance to the wall is typically
non-dimensionalized using the friction velocity and fluid kinematic vis-
cosity ðz � dÞþ ¼ ðz � dÞuτ=ν. However, another convenient choice is
ðz� dÞ=Δ, where d is displacement height and Δ, not to be confused with
LES filter length, is the Clauser's scaling parameter defined as Δ ¼
δ�Ue=uτ. Here Ue is mean velocity on top of the boundary layer and δ� is
the displacement thickness (Aliabadi, 2018). The anisotropy of turbu-
lence, as predicted by the VLES, is compared to LES results of Thomas and
Williams (1999), where velocity variances in the x and z directions are
analyzed vs. normal distance to the wall.
160
3. Results and discussion

The large eddy simulation is an incomplete turbulence model, for
which grid convergence cannot be studied systematically (Roache, 1997;
Poletto et al., 2013; Aliabadi, 2018). LES essentially formulates and
solves different sets of partial differential equations at subgrid and above
grid scales (Aliabadi et al., 2017). As a result, investigation of grid
refinement and coarsening effects on the solutions should be performed
in the form of a sensitivity study.

The main objective of a VLES model is to simulate mean properties of
the flow, turbulence variances, and turbulence fluxes (covariances)
accurately for coarse grids. Furthermore, spectral content of fluctuations
and anisotropy may be desired to be partially simulated. This demands
that a VLES model be tested and tuned on a series of grids from very fine
to very coarse to ensure adequate performance. This is achieved in this
study systematically.

First the VLES performance is assessed for wall-resolving simulations
over the smooth surface. This allows testing the model for its synthetic
and SGS parameterization, independent of wall functions, in a succession
of coarse grids. Second, the VLES performance is assessed for rough-wall
simulations using wall functions. In other words, the model is first tested
by only coarsening interior grid cells while keeping the wall-adjacent cell
height constant and then for its wall-function parameterization by only
increasing the wall-adjacent cell height while keeping the interior cell
resolution constant.

The turbulent boundary layer is characterized by a few bulk param-
eters. The important scaling parameter is the friction velocity uτ, which is
difficult to measure experimentally, especially for rough-wall experi-
ments (Amir and Castro, 2011; Krogstad and Efros, 2012). For the LES
results, friction velocity is determined in two ways. For wall-resolving
simulations, friction velocity is determined by the fourth root of the
sum of the squares of the shear components of Reynolds stress in the

log-law range uτ ¼ ðuw2 þ vw2Þ1=4. This range itself is determined by
specifying a lower and upper bound for zþ. This method has been suc-
cessfully implemented by Amir and Castro (2011). For rough-wall sim-
ulations with wall functions, for which the wall-adjacent cell includes the
majority of log-law range, i.e. the volume of the wall-adjacent cell is large
compared to most eddies with the consequence that the unresolved (i.e.
parameterized) TKE outweighs the resolved TKE, we can additionally

calculate friction velocity having the SGS TKE by uτ ¼ C1=4
μ k1=2sgs . The

turbulent boundary layer is further characterized by boundary-layer
height δ, where mean streamwise velocity reaches 99% of freestream

velocity, displacement thickness δ�ðxÞ � R ∞
0

�
1� UðzÞ

Ue

�
dz, momentum

thickness θðxÞ � R ∞
0
UðzÞ
Ue

�
1� UðzÞ

Ue

�
dz, momentum Reynolds number

Reθ ¼ θuτ=ν, and the Clauser scaling parameter Δ ¼ δ�Ue=uτ.

3.1. Smooth surface wall-resolving simulations

3.1.1. Model performance with grid coarsening
The model is first run with a choice of parameters describing inlet

flow conditions suitable for a refined VLES. We set Uref ¼ 1 m s�1, zref ¼



Fig. 5. Sensitivity of turbulence statistics to aτ . Results for grid level III and profile 4 are presented for Case 1 (aτ ¼ 0:01), Case 2 (aτ ¼ 0:05), and Case 3 (aτ ¼ 0:1).
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Table 5
Sensitivity of boundary-layer bulk features to CΔ for the smooth surface wall-
resolving simulations. Grid level III is used and the results are provided for
profile 4.

Constant CΔ ¼ 0:5 CΔ ¼ 1 CΔ ¼ 1:5

uτ [m s�1] 0.068 0.068 0.068
δ [m] 0.941 0.941 0.941
δ� [m] 0.152 0.152 0.154
θ [m] 0.107 0.107 0.106
Reθ 10,400 10,400 10,200
Δ [m] 3.44 3.44 3.82
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0:1 m, power law exponent α ¼ 0:189, number of vortices at inlet N ¼
200, maximum turbulence intensity Iu;max ¼ 1, parameter controlling
energy-containing eddy or vortex size aσ ¼ 0:2, and parameter control-
ling energy-containing eddy or vortex lifetime aτ ¼ 0:01. This choice of
aσ ensures that characteristic length of energy-containing eddies is
greater than the coarsest grid size, i.e. ℓ0 > Δ. The choice of aτ, however,
is made so that eddy lifetime for all vortices is in the order of model
timestep. The choice of these important two parameters will be later
investigated in Sect. 3.1.2.

Table 2 shows the simulated boundary-layer bulk features as a func-
tion of grid level. A range of values are provided for each feature as was
monitored for profiles 1 to 4. A high level of agreement is maintained for
all bulk features for grid levels I, II, and III; however, for grid level IV,
although the friction velocity uτ and Clauser's scaling parameter Δ are
preserved, the boundary layer height δ, displacement thickness δ�, mo-
mentum thickness θ, and momentum Reynolds number Reθ are under-
estimated. Therefore, grid level III is the coarsening limit for preserving
the boundary-layer bulk features.

Fig. 2 shows the non-dimensionalized horizontal mean velocity vs.
non-dimensionalized wall-normal distance for different grid levels. It can
be seen that log-law of the wall can be produced in good agreement with
observations for grid levels I, II, and III. Also it can be seen that the
adaptation distance is in the order of 4δ so that even though profiles 1� 3
may not agree with the experiments, profile 4 agrees with the experi-
mental observations. For grid level IV, neither the log-law of the wall is
produced, nor is the model in agreement with experimental observations.

Fig. 3 shows various non-dimensionalized turbulence statistics vs.
non-dimensionalized wall-normal distance using the Clauser scaling
parameter for grid level III. For brevity, the statistics were also obtained
for other grid levels, but the graphical results are not shown. The com-
parison of the statistics among different grid levels confirms that grid
level III is the coarse limit for the VLES model with the current settings.

For non-dimensionalized horizontal velocity variance vs. non-
dimensionalized wall-normal distance for different grid levels, the
model vs. experimental agreement is reasonable, except for grid level IV.
The adaptation distance for this turbulence statistic is 2δ as can be seen
the variance is significantly overestimated on profile 1. The variance is
maintained throughout the length of the domain such that the turbulence
is not decaying downstream from the inlet, where it is seeded by the
imposed vortices.

For non-dimensionalized vertical velocity variance vs. non-
dimensionalized wall-normal distance for different grid levels, the
model vs. experimental agreement is reasonable, except for grid level IV
although all simulations slightly overestimate this variance in the mid
height of the channel. The adaptation distance for this turbulence sta-
tistic is 4δ as can be seen the variance is significantly overestimated on
profile 1 but drops for profiles 2, 3, and 4. The variance is maintained
throughout the length of the domain.

For non-dimensionalized Reynolds stress vs. non-dimensionalized
wall-normal distance for different grid levels, the model vs. experi-
mental agreement is reasonable, except for grid level IV. The adaptation
distance for this turbulence statistic is also 4δ. As can be seen the Rey-
nolds stress is significantly overestimated on profile 1 but drops for
profiles 2, 3, and 4. This statistic is also maintained throughout the length
of the domain. The analysis of the variances and Reynolds stress reveals
that the VLES model can successfully reproduce experimental observa-
tions on grid levels I, II, and III.

For non-dimensionalized total TKE, SGS and resolved, vs. non-
dimensionalized wall-normal distance for different grid levels, the pro-
files exhibit similarity with the two variances presented. Again, it is
confirmed that the adaptation distance is about 2δ. In addition, grid
levels I, II, and III produce similar results.

An important attribute of any LES model is the ratio of the TKE
modelled by the simulation, i.e. ksgs, to the total TKE modelled and
resolved by the simulation, i.e. kþ ksgs. For models based on the
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Smagorinsky (1963) or WALE (Fr€ohlich et al., 2005) SGS closure
schemes, a ratio is reported using the residual viscosity divided by the
molecular viscosity. The higher the ratio is in a particular space and time
in the domain, the more the TKE is modelled and the less it is resolved.
For our simulation, fortunately, both ksgs and k are available. The former
is a solution of the model and the latter can be obtained by post pro-
cessing. Therefore, we obtain the ratio of the modelled to the total TKE. It
can be seen that near the wall and the top of the domain more of the TKE
is modelled; however, in the interior it is significantly resolved. It appears
that for a successful VLES, at most 20% of the TKE in the interior of the
domain shall be modelled and more than 80% shall be resolved. This
criteria can be seen for grids levels, I, II, and III, where good agreement
between the model and experimental observations was reached.

3.1.2. Sensitivity to aσ and aτ
The sensitivity of the numerical solution to aσ is investigated on grid

level III and on profile 4. Table 3 shows the simulated boundary-layer
bulk features as aσ varies from 0.1 to 0.3. It can be seen that most bulk
features are approximately preserved regardless of the value of aσ except
for Clauser's scaling parameter.

Fig. 4 shows the sensitivity of the turbulence statistics on grid level III
and profile 4. Variation in aσ does not influence mean horizontal velocity
and horizontal velocity variance substantially. However, increasing aσ
shifts the curves for vertical velocity variance and Reynolds stress to the
right. This can be understood as feeding larger vortices or eddies at the
inlet will result in greater fluctuations in the resolved scales away from
the wall. Increasing aσ will also reduce the ratio of modelled to total TKE
away from the wall. This is evident as feeding larger eddies to the flow
will cause more TKE to be resolved.

The sensitivity of the numerical solution to aτ is investigated on grid
level III and on profile 4. Table 4 shows the simulated boundary-layer
bulk features as aτ varies from 0.01 to 0.1. It can be seen that most
bulk features are approximately preserved regardless of the value of aτ
except for the boundary layer height.

Fig. 5 shows the sensitivity of the turbulence statistics on grid level III
and profile 4. Variation in aτ does not influence mean horizontal velocity
or horizontal velocity variance substantially. However, increasing aτ
shifts the curves for vertical velocity variance upward and the curve for
Reynolds stress to the right. It appears that the suitable eddy lifetime is
one in which aτ ¼ 0:01, i.e. a value of aτ that results in a lifetime equal to
the timestep of the model. Estimating an optimal eddy timescale is a non-
trivial exercise requiring a sensitivity analysis. The optimal timescale is
determined by the complex two-way interaction between the inner and
outer boundary layers (Raupach et al., 1991). On the one hand, vortices
and instabilities at large scale in the outer region break down the energy
cascade, so it may seem a large eddy lifetime at the inlet is desirable. On
the other hand, vortices and instabilities are generated near the wall and
grow into the outer layer, so it may seem a small eddy lifetime at the inlet
is desirable. This reasoning is suggested because the model simulates
both processes. It is revealed by this sensitivity analysis that a small eddy
lifetime results in a solution giving closer agreement with experimental
observations.



Fig. 6. Sensitivity of turbulence statistics to CΔ. Results for grid level III and profile 4 are presented for Case 1 (CΔ ¼ 0:5), Case 2 (CΔ ¼ 1), and Case 3 (CΔ ¼ 1:5).
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Fig. 7. Spectral and co-spectral energies for wall-resolving simulations for grid level III, profile 4, and z� d ¼ zref .
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3.1.3. Sensitivity to CΔ

The sensitivity of the SGS model is tested by varying constant CΔ that
controls the SGS lengthscale l. The default value for CΔ was 1 in the
previous simulations, but here it is varied to 0.5 and 1.5 as well. Table 5
shows the simulated boundary-layer bulk features as a function of
varying CΔ. The boundary-layer properties are preserved for CΔ ¼ 0:5
although there are slight variations for CΔ ¼ 1:5.

Fig. 6 shows the sensitivity of the turbulence statistics on grid level III
and profile 4. Unlike previous sensitivity tests, variations in CΔ does in-
fluence mean horizontal velocity substantially. Particularly, with greater
value of CΔ ¼ 1:5 the mean velocity is overpredicted. Although the
horizontal and vertical velocity variances are slightly underpredicted
with CΔ ¼ 1:5, the effect of increasing CΔ on the magnitude of the
Reynolds stress is unclear. The ratio of modelled to total TKE is evidently
controlled by CΔ. The higher the CΔ, the more dissipative the SGS model
and the greater the portion of the TKE that is modelled, although to the
limit of about 20% for the model interior for these simulations. It appears
Fig. 8. Profiles of velocity component variances in the
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that the relative strength of the SGS model dissipation can be successfully
controlled by the choice of CΔ.

Of course, other SGS model parameters could have been tested in a
sensitivity study, such as Ck or Cε. However, for brevity of the current
analysis, and for practicality of only resorting to a few adjustable con-
stants in this VLES model, only CΔ is studied and proposed to be adjusted
for the model, potentially for other flow applications.

3.1.4. Spectral analysis for wall-resolving simulations
LES models are frequently benchmarked using spectral analysis to

investigate if they can resolve the inertial subrange or the combination of
energy-containing and the inertial subranges (Thomas and Williams,
1999; Huang et al., 2010; Castro and Paz, 2013; Aboshosha et al., 2015b;
Ricci et al., 2017). For both isotropic and anisotropic turbulence (e.g. the
atmosphere), it has been suggested that in the inertial subrange, the slope
of the energy spectrum density EðκÞ for velocity fluctuations in all di-
rections versus the wavenumber κ in the log-log scale is �5=3
x and z directions for grid level III, and profile 4.



Fig. 9. Non-dimensionalized horizontal mean velocity vs. non-dimensionalized wall-normal distance for different ðz � dÞþ in the mid height of the first computational
cell in both logarithmic (a, c, e, g) and linear (b, d, f, h) scales.
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Table 6
Boundary-layer bulk features for rough-wall simulations while coarsening the
first layer of computational cells adjacent to the wall. For each grid ðz � dÞþ is
calculated using the mid height of the first computational cell adjacent to the
wall. The range of results are provided for profiles 1, 2, 3, and 4.

ðz � dÞþ 44.5–46.9 81.7–92.0 133–151 144–188

uτ [m s�1] 0.112-0.116 0.099-0.109 0.083-0.090 0.075-0.081
δ [m] 0.795-0.941 0.800-0.941 0.804-0.804 0.809-0.809
δ� [m] 0.146-0.154 0.146-0.155 0.146-0.153 0.144-0.148
θ [m] 0.101-0.105 0.102-0.105 0.103-0.103 0.101-0.102
Reθ 9700–10,100 9800–10,100 9900–1000 9800–9900
Δ [m] 3.06-3.32 3.05-3.63 3.92-4.32 4.58-5.78
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(Kolmogorov spectrum) (Kaimal et al., 1972, 1976; Pope, 2000). It has
been suggested that for anisotropic atmospheric flows, and in the inertial
subrange, the slope of the co-spectral density CðκÞ for velocity fluctua-
tions along streamwise (x) and vertical (z) directions versus the wave-
number κ in the log-log scale is approximately �7=3 (Kaimal et al.,
1972). It has also been suggested that the slope in the energy-containing
subrange for spectral EðκÞ and co-spectral CðκÞ densities of most variables
in anisotropic atmospheric flows is approximately 2 (Kaimal et al., 1972,
1976), while it is approximately 4 for other isotropic flows (von K�arm�an,
1948; Pope, 2000). For the present analysis, a discrete Fourier transform
is used to calculate the spectra that are subsequently transformed into
spectral density by dividing with the wave number bin width (Stull,
1988). The wave number is estimated using Taylor's hypothesis (Taylor,
1938) κ ¼ 2πn=ðPUÞ, where n is the number of cycles in the time period
of analysis P and U is time-averaged velocity component along the flow
(Kaimal et al., 1976; Aliabadi, 2018). The spectral and co-spectral den-
sities are calculated for the wall-resolving case, grid level III, profile 4,
and z� d ¼ zref .

Fig. 7a shows the spectral content of turbulence resolved by the VLES.
The resolved range covers more than two orders of magnitude of wave
numbers. For comparison to model spectra, the inertial subrange and the
energy-containing subrange slopes (� 5=3, 2) are also shown in the
figure. For the spectral energy, the inertial subrange is partially matched
in agreement with other LES models of the same caliber (See Figs. 8 and 9
in Thomas and Williams (1999), Fig. 17 in Aboshosha et al. (2015a),
Fig. 7 in Ricci et al. (2017)), while smaller scales of the inertial subrange
are modelled (not resolved) resulting in the sharp drop and truncation of
the spectra. In comparison, other LES models resolve a greater portion of
the inertial subrange or do not show the unresolved portions (See Figs. 3,
8, and 15 in Huang et al. (2010), Figs. 2 and 12 in Castro and Paz (2013),
Figs. 3, 6, and 18 in Aboshosha et al. (2015b), Figs. 8, 13, 14, 15, and 16
in Castro et al. (2017)). In agreement with these results, for anisotropic
turbulence, most LES studies report a slope much less than 2 for the
energy-containing subrange (Thomas and Williams, 1999; Huang et al.,
2010; Castro and Paz, 2013; Aboshosha et al., 2015b; a; Castro et al.,
2017; Ricci et al., 2017).

LES models are commonly analyzed to simulate coherency. Co-
herency is essentially a normalized amplitude, and is a real number in the
range 0 and 1. It acts similar to frequency-dependent correlation coeffi-
cient and can be defined for any two velocity components, say U and W
(Stull, 1988; Castro et al., 2017). Alternative to coherency, we have
analyzed the co-spectral density CðκÞ, which is a representation of
frequency-dependent correlation between pairs of velocity component
fluctuations. As shown in Fig. 7b, the co-spectral density shows higher
activity and thus correlation for lower wave numbers, in reasonable
agreement with studies reporting coherency of LES models (Aboshosha
et al., 2015b; Castro et al., 2017). For comparison to model spectra, the
inertial subrange and the energy-containing subrange slopes (� 7=3, 2)
are also shown in the figure. The expected slope in the inertial subrange is
partially matched.

It must be noted that given the simplistic nature of the VLES model,
there is neither further analysis nor any expectation for a precise simu-
lation of coherent structures or spectral content in the flow in comparison
to other advanced synthetic methods.

3.1.5. Anisotropy for wall-resolving simulations
In this study anisotropy is considered in the context of velocity

component variances along the x and z directions. Fig. 8 shows the profiles
of velocity component variances compared to wind tunnel experiments
and LES model of Thomas and Williams (1999) who used the power law
method for inlet wind speed with the same zref and a similar α. Although a
direct comparison is difficult, at z� d ¼ zref , the VLES model (σU=σW ¼
1:5) is in good agreement with LES results of Thomas andWilliams (1999)
(σU=σW ¼ 1:5). This result indicates that the VLES model simulates the
anisotropy of the boundary layer turbulence reasonably well.
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3.2. Rough-wall simulations with wall functions

3.2.1. Sensitivity to ðz � dÞþ
To study the effect of wall functions for rough-wall simulations, grid

level III is chosen for further analysis because it provided solutions
acceptably close to grid levels I and II but at significantly lower compu-
tational cost. It was found that the best agreement with experimental
observations were achieved when aσ ¼ 0:2 and aτ ¼ 0:5. In other words,
larger eddy time scales had to be assumed compared to wall-resolving
simulations (aτ ¼ 0:01) for more accurate results. This can be
explained by the fact that when wall functions are used, turbulence
generation near the walls is modelled as opposed to resolved, in which
case eddy formation at some distance away from the wall occurs with a
larger time constant. This implies that TKE transfer from the wall to the
outer layer starts with larger time constants, and therefore, it necessitates
more model timestep iterations before new eddies are sampled at the
inlet.

Four simulations are conducted by varying the height of the first
computational cell, for which a ðz � dÞþ is calculated using z associated
with the mid height of first computational cell zp. Table 6 shows the
simulated boundary-layer bulk features as a function of ðz � dÞþ. It can be
observed that friction velocity gradually declines by increasing ðz � dÞþ.
The boundary-layer height, displacement thickness, and momentum
thickness are preserved for the four simulations. In addition the mo-
mentum Reynolds number is preserved. The Clauser's scaling parameter
gradually increases by increasing ðz � dÞþ.

Fig. 9 shows the non-dimensionalized horizontal mean velocity vs. non-
dimensionalized wall-normal distance for different computational grids
and the associated ðz � dÞþ for the first layer of cells adjacent to the wall. It
can be seen that log-law of the wall can be produced in good agreement
with observations for smaller values of ðz � dÞþ. On the other hand, the
edge of the outer layer is better produced when ðz � dÞþ becomes larger.
Also it can be seen that the adaptation distance is in the order of boundary-
layer height δ. The horizontal or flat portion of the solution belongs to the
first computational cell, in which the volume-averaged solution is repre-
sented. The flat portion of the curves increase by increasing ðz � dÞþ. The
largest range of values for ðz � dÞþ indicate that the velocity is over-
predicted in both the log-law region and the edge of the outer layer. This
phenomenon will be discussed at the end of this section.

Fig. 10 shows various non-dimensionalized turbulence statistics vs.
non-dimensionalized wall-normal distance using the Clauser scaling
parameter for the level of first layer of grid cells coarseness associated
with ðz � dÞþ ¼ 133� 151. For brevity, the statistics were also obtained
for other first layer of grid cells coarseness, but the graphical results are
not shown.

For non-dimensionalized horizontal velocity variance vs. non-
dimensionalized wall-normal distance for different ðz � dÞþ in the mid
height of the first computational cell, the model vs. experimental
agreement is reasonable, although in all cases the variance is under-
predicted for the greater portion of the model interior. Nevertheless, the
trend is reproduced and turbulence is maintained within the domain. The
adaptation distance for this turbulence statistic is 2δ.



Fig. 10. Non-dimensionalized turbulence statistics vs. non-dimensionalized wall-normal distance using the Clauser parameter for grid level III, where ðz � dÞþ ¼
133� 151, based on the mid height of the first computational cell.
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For non-dimensionalized vertical velocity variance vs. non-
dimensionalized wall-normal distance for different ðz � dÞþ in the mid
height of the first computational cell, the model vs. experimental
agreement is reasonable, except for the largest range of ðz � dÞþ. This
variance increases gradually by increasing ðz � dÞþ. All simulations un-
derestimate this variance closer to the wall. The adaptation distance for
this turbulence statistic is 2δ. The variance is maintained throughout the
length of the domain.

For non-dimensionalized Reynolds stress vs. non-dimensionalized
wall-normal distance for different ðz � dÞþ in the mid height of the first
computational cell, the model vs. experimental agreement is reasonable
for the lower of the two ranges of ðz � dÞþ although the disagreement
increases for the larger range of ðz � dÞþ. The adaptation distance for this
turbulence statistic is also 2δ. This statistic is also maintained throughout
the length of the domain.

For non-dimensionalized total TKE, SGS and resolved, vs. non-
dimensionalized wall-normal distance for different ðz � dÞþ, the pro-
files exhibit similarity for the first three ranges of ðz � dÞþ, however, for
the largest ðz � dÞþ range, the profiles do not overlap, indicating that
turbulence has not reached a statistically stationary condition down-
stream of the tunnel. For the first three ranges of ðz � dÞþ the adaptation
distance is about 2δ.

For ratio of the modelled to the total TKE, it can be seen that near the
wall and the top of the domain more of the TKE is modelled; however, in
the interior it is significantly resolved. Again, it appears that for a suc-
cessful VLES, at most 20% of the TKE in the interior of the domain shall
be modelled and more than 80% shall be resolved.

The upper limit for ðz � dÞþ, to lie in the log-law regime, has been
reported to be in the range 500� 1000 (Blocken et al., 2007) and even as
high as 10000 (to be nearly in the log-law regime) (Kays and Crawford,
1993). The fundamental question is whether the current VLES model
should produce the same quality of results using a wall function based on
the log-law when ðz � dÞþ is further increased to values suggested in the
literature as the upper limit. As is found here, the results start to show
deviation from experiments when ðz � dÞþ is increased. However, this
finding is not conclusive and cannot be generalized to deem the VLES
model a successful or an unsuccessful model for a particular practical
application. The following reasons can be stated. 1) With the current
simulation setup, the thickness of the first layer of computational mesh
quickly grows to occupy a significant depth of the boundary layer. For
instance for ðz � dÞþ ¼ 144� 188 the thickness of the first layer of
Fig. 11. Spectral and co-spectral energies for rough-wall simulations fo
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computational mesh is already more than 10% of the boundary-layer
depth δ. This is unrealistic for practical applications of the VLES model.
For the same reason, the same simulation model cannot be tested for
larger values of ðz � dÞþ. 2) The height of the simulated boundary layer
limits the largest size of eddies that can exist in the domain, with im-
plications in reducing turbulent mixing lengths in comparison to real
atmospheric conditions, particularly if eddies are not generated near the
walls using wall-resolving simulations. This phenomenon has been re-
ported to artificially overpredict mean wind speeds compared to exper-
iments when wall functions are used in LES (Thomas and Williams,
1999). This is in agreement with our study that also overpredicts mean
wind speeds when using larger values of ðz � dÞþ (See Fig. 9). 3) Wall
functions can be carefully calibrated or aggregated for a variety of
roughness length scales, roughness structure geometries, and plan or
frontal area densities (Jim�enez, 2004; Blocken et al., 2007; Anderson and
Meneveau, 2010; Kent et al., 2017). For this reason, the current VLES
model shall be tested on larger domains for problems involving practical
applications with an attempt to modify or adjust wall functions to deem
successful or unsuccessful results.

3.2.2. Spectral analysis for rough-wall simulations
Similar to the wall-resolving simulations, for rough-wall simulations,

the spectral and co-spectral densities are calculated for the case with
ðz � dÞþ ¼ 133� 151, profile 4, and z� d ¼ zref . Fig. 11 shows the
spectral and co-spectral content of turbulence resolved by the VLES. The
findings are similar to the wall-resolving simulation case, with no loss of
spectral content as a result of using wall functions. This justifies the use of
wall-functions for the VLES model to reduce the computational cost.

3.2.3. Anisotropy for rough-wall simulations
Similar to the wall-resolving simulations, for rough-wall simulations,

the anisotropy of turbulence is analyzed using velocity variances along
the x and z directions. Fig. 12 shows the profiles of velocity component
variances compared to the results of Thomas and Williams (1999) for a
similar flow. At z� d ¼ zref , the VLES model (σU=σW ¼ 2:5) is in less
agreement with LES results of Thomas and Williams (1999) (σU=σW ¼
1:5); however the agreement is still good further away from the wall.
Nevertheless, the VLES model still predicts σU > σW in all regions away
from the wall. This result indicates that the VLES model simulates the
anisotropy of the boundary layer turbulence less accurately near the wall
but with the benefit of lowering the computational cost.
r the case with ðz � dÞþ ¼ 133� 151, profile 4, and z� d ¼ zref .



Fig. 12. Profiles of velocity component variances in the x and z directions for the case with ðz � dÞþ ¼ 133� 151 and profile 4.
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3.2.4. Sensitivity to z0
From mathematical and theoretical considerations, the height for the

centre of the first layer of computational grid adjacent to the wall zp
should be chosen such that z0 < zp=30 on the grounds that roughness
elements with characteristic length h � 10z0 should be constrained well
within the first layer of the computational grid adjacent to the wall
(Blocken et al., 2007; Aboshosha et al., 2015a). To test the VLES model
requirement for such a condition, z0 has been increased gradually to
correspond to z0 ¼ zp=30 (Case 1), z0 ¼ zp=6 (Case 2), and z0 ¼ zp=3
(Case 3) while the first layer grid height is kept constant. The VLESmodel
sensitivity to the choice of z0 is investigated using grid level III and a first
grid layer height that corresponded to ðz � dÞþ ¼ 133� 151 for z0 ¼
0:0005 m. Although no experimental data is available to compare the
model output with such variation of z0, we have plotted the
non-dimensionalized horizontal mean velocity vs. non-dimensionalized
Fig. 13. : Sensitivity of mean horizontal velocity to the choice of z0. Results for grid
Case 3 (z0 ¼ zp=3) both in logarithmic (a) and linear (b) scales.
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wall-normal distance on profile 4 for various choices of z0 in Fig. 13. It
is found that with increasing z0 a numerically stable solution can be
obtained and that the mean horizontal velocity profile resembles that of
the power law. With increasing z0, the non-dimensionalized mean hori-
zontal velocity decreases, consistent with the physical explanation that,
all other parameters being equal, this reduction is due to increased drag
on the flow associated with higher aerodynamic roughness length.
Although physically plausible and numerically stable, it is not recom-
mended to use the VLES model with z0 > zp=30 to constrain the actual
roughness element characteristic length h well inside the first layer of
grid.

4. Conclusions and future work

A Very Large Eddy Simulation (VLES) model was developed for the
level III on profile 4 are shown for Case 1 (z0 ¼ zp=30), Case 2 (z0 ¼ zp=6), and
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investigation of the Atmospheric Boundary Layer (ABL). The objectives
for the model required that the model 1) should be reductionist requiring
minimum number of input constants, 2) should simulate the anisotropy
of turbulence, 3) should resolve the energy cascade over at least two
orders of magnitude of wave numbers, 4) should demonstrate that the
correlation for velocity fluctuation components are wave-number
dependent, 5) should avoid resolving turbulence near walls, and 6)
should exhibit a low adaptation distance. This model included a synthetic
vortex method for the inlet boundary condition with the capability to
vary the eddy length and time scales as input parameters using two
constants only. The model incorporated a one-equation Turbulence Ki-
netic Energy (TKE) parameterization for the Sub-Grid Scale (SGS)
formulation. A rough-wall boundary condition was also included for
simulation of airflow over rough surfaces. In summary, the model met all
the requirements stated in the objectives.

For wall-resolving simulations, it was found that the profiles of mean
velocity and turbulence velocity statistic were in reasonable agreement
with the experimental observations. Four grid resolutions were tested
with N ¼ 1; 000; 000, N ¼ 562;500, N ¼ 250;000, and N ¼ 62;500
control volumes. The model performance was acceptable on the grid as
coarse as N ¼ 250; 000 control volumes, where more than 80% of the
TKE was resolved in the domain interior. In general the adaptation dis-
tance for most flow quantities was between two to four boundary layer
heights δ, depending on the quantity of interest. This adaptation distance
is considered short in comparison to other synthetic eddy method inlet
boundary conditions found in the literature.

For wall-resolving simulations, the parameters controlling eddy
length and time scales were studied for the synthetic vortex method. It
was found that new eddies must be sampled at every model timestep for
most accurate results. A sensitivity study revealed the response of the
model solutions to the inlet eddy parameters. While mean velocity pro-
files were not changed significantly, turbulence variances and Reynolds
stress were observed to shift slightly in magnitude as the inlet eddy pa-
rameters were changed. On the other hand, changing the SGS parame-
trization resulted in more acute sensitivities in both mean and turbulence
profiles of momentum-related quantities.

For rough-wall simulations, the first layer of computational grid
adjacent to the wall was coarsened independently, while the grid reso-
lution in the interior of the domain was kept constant at N ¼ 250;000
control volumes. Contrary to wall-resolving simulations, where new
eddies must be sampled at every model timestep iteration, it was found
that the eddy time scale at the inlet synthetic vortex method must be
increased to produce accurate results. It was found that the model
reproduced wind tunnel profiles of mean velocity and velocity statistics if
non-dimensional wall units associated with the first layer of the
computational grid was from about 40 to 150. It was found that beyond
this range of wall units the wall function and consequently the VLES
model could not accurately reproduce the wind tunnel experimental
observations. However, these results are not conclusive in setting an
upper limit for non-dimensional wall units for the successful or unsuc-
cessful application of wall functions with the VLES model. In this regard,
further investigation is required by applying the model to more realistic
ABL flows.

It was observed that the model partially matches the spectra associ-
ated with the energy-containing and inertial subranges for velocity
fluctuation variances and covariances over more than two orders of
magnitude of wave numbers. Furthermore, the model seems to show the
anisotropy of ABL flows by exhibiting different variances in the stream-
wise and wall-normal directions in agreement with other LES studies.
The coherency of the flow was not analyzed in detail, but it was observed
that the velocity fluctuation correlations are wave-number dependent,
with higher correlations for low wave numbers. As a proxy, this is
consistent with most coherent flow simulations found in the LES
literature.

The VLES model developed can be implemented for various industrial
applications where it may be impractical to perform high resolution
170
simulations or to develop complex precursor or synthetic methods for the
inlet boundary condition. However, since coherency was not specifically
studied, the model is most suitable for transport problems (e.g. air
pollution dispersion) as opposed to wind-induced structural loading,
which requires further analysis. Future development of this model can
extend the simulation of transport phenomena to heat (e.g. stable ABLs)
and passive scalar transport as well. In addition, the model should be
tested for full scale ABL simulations.
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